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• Cross-layer design

• Completely programmable, 
from PHY through 
networking

• Fast timescales and wide 
bandwidths

• 40MHz bandwidth per radio

• Turn-around-Times in 
~20µsec

Wireless Open-Access 
Research Platform



• WARP refers to two things

• The Hardware

• The Support Packages

Wireless Open-Access 
Research Platform





• Xilinx Virtex-4 FX100 FPGA
(XC4VFX100-11FFG1517C)

• All processing is local to the board (no host PC required)

• FPGA fabric to handle PHY processing

• PPC (inside FPGA) to handle MAC processing



• Up to 4 radio interfaces

• MAX2829-based RF front-end (2.4/5GHz, 40MHz BW)

• All frequency locked for MIMO applications

• Slots can be used for other daughterboards
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rapid PHY prototyping
WARPLab



WARPLab

Ethernet links



WARPLab

• One PC controls many 
WARP nodes

• MATLAB for signal 
processing

• Non-real-time 
processing

• WARP for wireless interfaces

• Real-time channel use



host-free processing
WARP real-time
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enables experiments with networks
WARPnet



Channel

Controlled: Node position, Tx Power, etc.
Uncontrolled: Multipath fading, interference, etc.



Channel

Controlled: Node position, Tx Power, etc.
Uncontrolled: Multipath fading, interference, etc.

Was observed effect due to my 
controlled parameters or due 
to causes beyond my control?
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Real-time Network Monitoring with WARPnet



WARP real-time
WARPLab

WARPnet



Examples: Directional Mobility



Examples: Directional Mobility



Examples: Directional Mobility
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3-5 dB link gain, higher with more antenna patches
(Amiri, Zhong @ Mobicom 2010)



Examples: Directional Mobility

Video of Real-Time Directional Mobility Testbed



Examples: Full Duplex



Examples: Full Duplex

•  2 WARP nodes, each with 
3 Radios (2 Tx + 1 Rx)!

•  10 MHz OFDM!

•  Inter-node distance 10m.!

•  80dB self-interference 
suppression!

•  50-70% throughput gain!
•  Duarte & Sabharwal, 2010!

!
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Examples: User Cooperation
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constraint. Thus, DOC wastefully transmits in these regimes
even though it simply cannot help.

In Figure 1(b), we plot the following metric:

E[TS − TR]

TS
∀ TR ≤ TS. (7)

This metric captures all the cases where relay transmission
would help and then evaluates how much excess power a full
power transmission at the relay draws as compared to the
minimum that would be needed. Figure 1(b) shows that as the
relay gets close to the destination (i.e. large LRD), the DOC
protocol spends upwards of 80% more power than would be
strictly required in order to have reliable communication.

From this analysis we find two results:
• When a relay cannot help, it should avoid wasted trans-

missions and simply not transmit.
• When a relay can help, it it should only transmit with just

enough power to ensure the reliable delivery of the packet
and no more.

We use these findings to motivate the structure of our
proposed protocol in Section IV.

III. EMPIRICAL MOTIVATIONS

Often, the leap from information theoretic findings to real-
world gains can be substantial. In this section, we provide
empirical evidence that this problem is quite significant and
that the predictions from the analysis in Section II hold true.

Using an updated implementation of the DOC protocol
from [1], we constructed an experiment to see how much
improvement is provided by cooperative relaying along with
the frequency at which the relay actually transmits (and hence,
how much power the relay spends transmitting).

In this experiment, we use the Azimuth ACE400WB emu-
lator [7] to effectively mimic a 2D topology with fixed source
and destination locations. We then sweep the relay along points
in the 2D space and linearly interpolate the results.

Figure 2 shows two white circles at the bottom of each plot.
The left of these two circles represents the source and the right
represents the destination. The smaller black dots represent
tested relay locations and the color behind them is the linear
interpolation between each point.

Figure 2(a) shows the change in throughput that DOC offers
over a traditional direct link. This shows that the amount of
improvement that can be had is a function of where the relay
is located in relation to the source and destination. Specifically,
a relay that is somewhere in-between both is able to provide
maximal improvement. However, Figure 2(b) shows how often
the relay transmits as a fraction of the number of source queue
transmissions. Note that this transmission region does not line
up with the gain region in Figure 2(a). This means that a relay
that is slightly to the right of the source is going to transmit
just as much as a relay slightly to the left of the source despite
the fact that the one on the left provides nowhere near the level
of improvement in throughput. This motivates the need for a
new protocol that aligns power use with actual benefit.
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(a) In DOC, the relay provides maximal amount of assistance when
located between the source and the destination.
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(b) The relay, however, is just as likely to transmit to the left of the source
or to the right of the source.

Fig. 2. In DOC, the relay transmits the same amount and at the same power
level independently of how much its transmission is actually helping.

IV. THE P-DOC PROTOCOL

In this section, we describe the pragmatic-DOC protocol (P-
DOC). The protocol exhibits two key features that are in line
with the observations made in Section II:

• P-DOC only transmits when doing so results in a success-
fully delivered packet.

• With the power control extension, P-DOC will also only
transmit at a power level that is only just sufficient for
successful decoding.

P-DOC is able to make these determinations by exploiting
feedback from the destination node in the event of packet
losses.
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• WARP hardware provides resources for next-generation wireless

• WARP platform support provides high-level access to resources

• WARPLab for PHY prototyping

• Real-time implementation for real-world timescales

• WARPnet for network testing
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